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Abstract: Stroke is a cerebral vascular disease characterized by the death of brain tissue that occurs 

due to reduced blood and oxygen flow to the brain. Ischemic stroke is associated with diabetes 

mellitus, therefore it is important to identify the risk factors that cause stroke and DM by diagnostic 

cause of the disease. This study aimed to classify and compare accuracy tests on medical record data 

sets for stroke and DM. This study analyzed the diagnosis of stroke and DM using Decision Tree. 

The risk factors consisted of gender, age, blood pressure, nutritional status, smoking, history of DM, 

and history of hypertension. The results of the analysis using the Decision Tree method showed that 

the accuracy rate was 86.67%, which means that the modeling has a good level of correctness of the 

prediction results. We conclude that the Decision Tree method was an accurate method for detecting 

stroke and DM. 
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1. Introduction 

The development of information technology can be utilized in processing health data 

in hospitals. The health industry has a large amount of health data, but most of this data 

has not been processed properly so that the resulting information is less effective for use, 

such as in making decisions regarding predictions of patient disease and patient health 

[1]. One of the hospitals located in Jember Regency is Dr Soebandi Regional Hospital. 

Health services at Dr Soebandi Regional Hospital include health services for stroke 

patients and diabetes mellitus patients. 

Stroke and Diabetes mellitus (DM) are non-communicable diseases whose 

prevalence increases every year. DM is a chronic disease that affects many people 

throughout the world [2]. DM is characterized by an increase in blood glucose levels due 

to the inability of the pancreas to produce insulin effectively [3]. Meanwhile, stroke is the 

second biggest disease that causes death [4], [5]. Stroke is a multicausal disease caused by 

many factors [6]. DM is the second most common risk factor after hypertension with an 

increase in the relative risk of ischemic stroke of 1,6 to 8 times [7]–[9]. 

Early diagnosis for DM and stroke sufferers is important. Uncontrolled increases in 

blood glucose levels can cause damage to the body's organs and increase the risk of 

diseases including heart disease, kidney disease, stroke and other complications [10], [11]. 

Meanwhile, stroke is the main cause of physical disability in adults and the second leading 

cause of death in upper middle income countries [12]. The long-term impacts of stroke 
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can be depression, functional dependency, and separation from society [13]. Therefore, 

the development of accurate classification technology to diagnose DM and stroke is 

important. 

The method that can be used to diagnose DM and stroke is the Decision Tree method. 

Decision Tree is a classification method that uses a tree representation, each node 

represents an attribute, tree branches represent the value of the attribute, and leaves 

represent the class [14]–[16]. Decision tree has advantages in data processing, (1) decision 

tree is easy for users to understand; (2) decision tree has a high level of performance with 

a minimum of large amounts of data in a short time; and (3) decision trees can be used in 

various data processing applications on various platforms or software [17], [18]. 

The aim of this study was to classify and compare accuracy tests on medical record 

data sets for stroke and DM. By using the decision tree algorithm, it was expected that the 

classification method developed in this research can provide accurate results in 

diagnosing stroke and DM. This will enable doctors to identify stroke and DM patients 

early so that patients can be treated appropriately. Therefore, this research has the 

potential to contribute to improving the quality of life of stroke and DM patients, as well 

as preventing disease complications that threaten the patient's health. So this research can 

be used as decision support in determining stroke and DM as early prevention. 

2. Materials and Methods 

2.1 Data collection 

This research was carried out at the Dr Soebandi Regional Hospital, Jember, 

Indonesia. Data collection was carried out using secondary data from patient medical 

records. The inclusion criteria used in selecting medical records were medical records that 

had complete data regarding gender, age, blood pressure, nutritional status, smoking 

history, diabetes mellitus, blood sugar level, and history of hypertension. Meanwhile, the 

exclusion criteria were outpatient medical records and data in medical records that were 

illegible. This research had received approval from the Jember State Polytechnic Health 

Research Ethics Commission with ethical approval letter number 1060/PL17.4/PG/2023. 

2.2 Data Preprocessing 

Data obtained from patient medical records would be preprocessed before being 

processed by eliminating data that was not appropriate based on predetermined inclusion 

criteria and exclusion criteria, so that 98 patient data were obtained. 

3. Results and Discussion 

The data processed from this research amounted to 98 patient medical record data at 

the Neurology Polyclinic of Dr. Soebandi Regional Hospital that consisting of 8 variables: 

gender, age, blood pressure, nutritional status, smoking history, Diabetes Mellitus, blood 

sugar level, and history of hypertension. Of these 8 variables, the diagnosis label consists 

of 2 diagnoses, namely Stroke and Diabetes Mellitus (DM). 

3.1 Modeling Decision Tree With C4.5 Algorithm 

The Decision Tree method modeling was carried out using the RapidMiner Studio 

tools. Before modeling, the 98 data were divided into two parts, namely training data and 

testing data. Training data is used as a knowledge base to create data modeling whose 

output becomes a decision tree. Meanwhile, data testing is used to test data and calculate 

the accuracy of the model that has been created. 

The C4.5 algorithm is an algorithm used in data mining to build decision tree models. 

This algorithm was developed by Ross Quinlan in 1993 which was a development of the 

previous algorithm known as ID3. The C4.5 algorithm uses machine learning concepts to 

generate a prediction model based on the given data. Essentially, these algorithms focus 

on understanding the structure of the data and classifying it into appropriate groups. This 

process allows users to explore relationships between variables and gain a deep 

understanding of the existing dataset. 
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The percentage distribution of training and testing data was 70%:30% with 68 

training data and 30 testing data. The 68 training data consisted of 34 data with a DM 

diagnosis label and 34 data with a Stroke diagnosis label. The training data processed can 

be seen in the table below. 

Table 1. Training Data 

No. Sex Age Blood Pressure Nutrition Status Smoking DM Blood Sugar Level Hypertension Diagnosis 

1. Female Adult Pre-Hypertension Normal No No Normal No Stroke 

2. Female Elderly Pre-Hypertension Normal No No Prediabetes Yes Stroke 

3. Female Young Old Pre-Hypertension Underweight No No Prediabetes Yes Stroke 

4. Male Old Pre-Hypertension Normal No No Prediabetes Yes Stroke 

5. Female Middle Age Pre-Hypertension Normal No Yes Diabetes Yes Stroke 

6. Female Elderly Hypertension Stage 1 Obesity No Yes Diabetes Yes DM 

7. Female Adult Pre-Hypertension Normal No Yes Diabetes Yes DM 

8. Female Elderly Pre-Hypertension Normal No Yes Diabetes No DM 

9. Male Middle Age Pre-Hypertension Normal Yes Yes Prediabetes No DM 

… … … … … … … … … … 

68. Female Elderly Level 1 Hypertension Overweight No Yes Diabetes Yes DM 

 

The training data is used as a knowledge base for the c4.5 algorithm in forming a rule 

base in the form of a decision tree. This training data amounts to 68 data, which is 70% of 

the total available data. From the training data, a modeling framework was created using 

RapidMiner Studio according to the image below. 

 

Figure 1. Decision Tree Model in RapidMiner Studio 

From the modeling created, the Decision Tree structure is as follows. 

 

Figure 2. Decision Tree Model for Classification of Stroke and DM Using the C4.5 Algorithm 
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Figure 2 is a role model obtained from processing training data which forms a 

decision tree. The root of the decision tree is Diabetes Mellitus (DM), which is the main 

factor determining DM and stroke.  

1. If the patient has a history of DM, they must be checked for hypertension.  

2. If the patient does not have hypertension, then he is identified as having DM, 

whereas if he has hypertension then his age must be checked.  

3. If the person is an adult, the algorithm identifies it as DM. If the person is elderly, 

the gender must be checked. 

4. If the gender is male then the algorithm identifies it as Storek's disease.  

5. And other roles according to figure 2. 

 

3.2 Model Performance Testing 

Performance testing was carried out to test the level of accuracy, precision and recall 

of the model that has been created at the modeling stage. The testing was carried out by 

adding testing data, Apply Model, and Performance. The testing data used was 30 data. 

 

 

Figure 3. Decision Tree Model Performance Test Settings 

The test results can be seen in the following table. The Factual Diagnosis column is 

real diagnosis data that occurs in patients, while the Predictive Diagnosis is the 

classification result predicted by the Decision Tree model. 

Table 2. Testing Results 

No. Sex Age Blood Pressure Nutrition 
Status 

Smoking DM Bloos Sugar 
Levels 

Hypertension Diagnosis 
Actual 

Diagnosis 
Prediction 

1 Male Adult Pre Hypertension Underweight No Yes Diabetes No DM DM 

2 Male Adult Normal Underweight No Yes Diabetes No DM DM 

3 Female Adult Pre Hypertension Normal No Yes Diabetes No DM DM 

4 Female Adult Pre Hypertension Normal No Yes Diabetes No DM DM 

5 Female Adult Pre Hypertension Normal No Yes Pre Diabetes No DM DM 

6 Male Elderly Pre Hypertension Normal No No Pre Diabetes No Stroke Stroke 

7 Male Elderly Pre Hypertension Normal Yes Yes Diabetes No DM DM 

8 Female Young 
Old 

Normal Obesity No Yes Pre Diabetes No DM DM 

9 Male Young 
Old 

Normal Normal No Yes Pre Diabetes No Stroke DM 

10 Male Young 
Old 

Pre Hypertension Normal No No Pre Diabetes No Stroke Stroke 

11 Female Middle 
Age 

Pre Hypertension Underweight No Yes Diabetes No DM DM 

12 Female Middle 
Age 

Pre Hypertension Normal No Yes Diabetes No DM DM 

13 Female Middle 
Age 

Pre Hypertension Normal No Yes Diabetes No DM DM 

14 Female Middle 
Age 

Hypertension 
Stage 2 

Normal No No Pre Diabetes No Stroke Stroke 
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No. Sex Age Blood Pressure Nutrition 
Status 

Smoking DM Bloos Sugar 
Levels 

Hypertension Diagnosis 
Actual 

Diagnosis 
Prediction 

15 Male Elderly Hypertension 
Stage 1 

Normal Yes No Normal Yes DM Stroke 

16 Male Elderly Isolated Systolic 
Hypertension 

Normal Yes Yes Pre Diabetes Yes DM Stroke 

17 Male Elderly Pre Hypertension Normal Yes Yes Pre Diabetes Yes DM Stroke 

18 Male Elderly Hypertension 
Stage 2 

Normal Yes No Diabetes Yes Stroke Stroke 

19 Male Elderly Pre Hypertension Overweight Yes Yes Diabetes Yes Stroke Stroke 

20 Male Elderly Pre Hypertension Normal Yes No Pre Diabetes Yes Stroke Stroke 

21 Male Elderly Pre Hypertension Normal No Yes Pre Diabetes Yes Stroke Stroke 

22 Female Elderly Hypertension 
Stage 2 

Normal No Yes Diabetes Yes DM DM 

23 Female Elderly Hypertension 
Stage 2 

Normal No Yes Diabetes Yes DM DM 

24 Female Elderly Hypertension 
Stage 1 

Overweight No Yes Diabetes Yes DM DM 

25 Male Old Pre Hypertension Underweight Yes No Pre Diabetes Yes Stroke Stroke 

26 Male Middle 
Age 

Hypertension 
Stage 2 

Overweight No No Pre Diabetes Yes Stroke Stroke 

27 Female Middle 
Age 

Hypertension 
Stage 1 

Overweight No No Pre Diabetes Yes Stroke Stroke 

28 Male Middle 
Age 

Hypertension 
Stage 2 

Normal Yes No Pre Diabetes Yes Stroke Stroke 

29 Male Middle 
Age 

Pre Hypertension Normal No No Normal Yes Stroke Stroke 

30 Female Middle 
Age 

Pre Hypertension Normal No No Pre Diabetes Yes Stroke Stroke 

 

One of the method used to measure data mining performance using classification 

techniques is the Confusion Matrix. Evaluation with the Confusion Matrix is carried out 

by predicting the level of truth of the data. Confusion Matrix can measure accuracy, 

precision and recall levels. The Confusion Matrix is depicted in the following form. 

Table 3. Confusion Matrix Form 

  Predictive Value 

  + - 

Actual Value 

+ TP FN 

- FP TN 

 

Information: 

1. TP (True Positive): data that is actually positive and predicted to also be positive. In 

this case, it means that the actual diagnosis data is worth a Stroke and the predictive 

diagnosis is also worth a Stroke 

2. FN (False Negative): data that is actually positive, but is predicted to be negative. In 

this case, it means that the actual diagnosis data is worth Stroke, but the predictive 

diagnosis is worth DM 

3. FP (False Positive): data that is actually negative, but is predicted to be positive. In 

this case, it means that the actual diagnosis data is worth DM, but the predictive 

diagnosis is worth Stroke 
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4. TN (True Negative): data that actually has a negative value and is predicted to also 

have a negative value. In this case, it means that the actual diagnosis data is worth 

DM, and also the predictive diagnosis is worth DM. 

Therefore, based on the 30 test data, the Confusion Matrix is obtained in the form 

below. 

Table 4. Confusion Matrix from Test Data 

TP = 13 FN = 1 

FP = 3 TN = 13 

 

Then, performance measurements are calculated based on the following levels of 

Accuracy, Precision, and Recall. 

 

3.2.1 Accuracy 

Accuracy is the ratio of correct predictions (positive and negative) to the entire data. 

So the output from this calculation is the percentage of Stroke and DM data that was 

predicted correctly. The formula for this Accuracy calculation is: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝑇𝑁 +  𝐹𝑃 +  𝐹𝑁
 =  

13 +  13

13 +  13 +  3 +  1
 =  

26

30
 =  0.8667 =  86.67 % 

 

 

So the accuracy level of the correctness results is 86.67%, that means that the 

modeling has a good level of correctness of the prediction results. 

 

3.2.2 Precision 

Precision is the ratio of true positive predictions compared to the total positive 

prediction results. This means that data that is worth a Stroke diagnosis is compared with 

all predictions of a Stroke diagnosis. Precision measures the level of truth in predicting 

Stroke. The formula for calculating Precision is as follows. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 =  

13

13 +  3
 =  

13

16
 =  0.8125 =  81.25 % 

 

Based on the Precision results, it means that the level of truth in predicting a stroke 

diagnosis is 81,25%, so the error in predicting stroke is only 18,75%. So it can be stated that 

this modeling has a good level of truth in stroke prediction results. 

 

3.2.3 Recall 

Recall is the ratio of true positive predictions compared to all actual positive data. 

Actual positive data was obtained from TP and FN. So in this sudy, recall was used to 

calculate the percentage of Stroke data that was predicted correctly compared to the total 

actual Stroke data. The Recall calculation formula is: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 =  

13

13 +  1
 =  

13

14
 =  0.9286 =  92.86 % 

 

Based on the Recall results, it means that Decision Tree modeling can predict stroke 

with an accuracy of 92,86%. So only 7,14% of Stroke data were not successfully predicted 

as Stroke. 
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3.3 Analysis 

Based on the modeled decision tree structure, the results obtained show that the root 

of the Decision Tree is Diabetes Mellitus (DM). If the patient does not have DM, the 

decision tree leads to the decision that the patient has a stroke. This is because in the 

training data there were 25 patients who did not have DM but were diagnosed with 

stroke. Meanwhile, only 9 patients have DM and were diagnosed with stroke. This means 

that the data on patients who do not suffer from DM but suffer from stroke is 73%. 

4. Conclusions 

This study tested the model using the C4.5 decision tree algorithm using medical 

record data from patients suffering from stroke and DM. The resulting model has an 

accuracy of 86.67%, precision of 81.25%, and recall of 92.86%. Thus, it can be concluded 

that the research results can provide accurate problem solving for stroke and DM. 
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